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Abstract

We performed the first experiment on warm dense hydrogen with sub-picosecond time resolution at the XUV free-
electron laser facility (FLASH) at DESY (Hamburg). Ultra-fast impulsive electron heating is initiated by a ≤ 300 fs
short x-ray burst of 92 eV photon energy. A second pulse probes the sample via x-ray scattering at jitter-free variable
time delay. We show that the initial molecular structure dissociates within 0.9 ps, allowing to infer the energy transfer
rate between electron and ions. We evaluate Saha and Thomas-Fermi ionization models in the equation of state used in
radiation hydrodynamics simulations, predicting plasma parameters that are subsequently used to calculate the static
structure factor. Hydrodynamics simulations based on a conductivity model for partially ionized plasma are validated by
two-temperature density functional theory coupled to molecular dynamics simulations, and agree with the experimental
data. Our results provide important insights and the needed experimental data on transport properties of dense plasmas.

Keywords: x-ray, spectroscopy, laser-matter-interaction, dense plasmas, hydrodynamics, warm dense matter

1. Introduction

The thermodynamic properties of even the simplest
element hydrogen remain elusive when it comes to ex-
treme conditions of density, pressure, and temperature.
Although not appearing naturally on Earth, hydrogen is
found in a diversity of extreme conditions in the solar sys-
tem and beyond. Knowledge of the equation of state over a
broad parameter range is hence critical for modeling stellar
and planetary interiors [1], as well as for inertial confine-
ment fusion (ICF) experiments [2].

The mechanisms causing deviation from the ideal gas
law have to be taken into account in regions of phase tran-
sitions and partial ionization due to electron degeneracy
and high density. Microscopic properties of matter related
to reflectivity, electrical and thermal conductivity are tied
to dynamic energy transport between electrons and ions.
On a macroscopic scale, these affect the depth of mixing
layers in Jovian planets [3], as well as the formation of a
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central hot spot and the assembly of a stable thermonu-
clear fuel layer in ICF implosions [4–6]. Experiments aim-
ing at measuring these quantities hence probe the response
of the system to an impulsive pump with high temporal
resolution.

Presently, uncertainties in the transport properties in
dense matter limit our ability to accurately model such
complex systems. Recently, we reported on x-ray measure-
ments in cryogenic hydrogen [7] where ultra-fast electron
heating is initiated by a short x-ray burst of duration ≤
300 fs. A second pulse probes the sample via x-ray scat-
tering at variable time delay. It was shown that the initial
molecular structure dissociates within 0.9 ps.

In this paper, we show that a proper description of the
equilibration dynamics is far from being trivial. We em-
ploy different equation of states in radiation-hydrodynamics
simulations, and show that our experiment provides a ref-
erence point against which ionization models for warm and
dense matter states can be validated. Further, we calcu-
late the structure factor for x-ray scattering with differ-
ent single- and two-temperature approaches, based on the
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Figure 2: Relative geometrical areas Af and Av of the slit-and-delay
unit.

plasma temperatures from the hydrodynamics simulations,
and validate it against our experimental results.

2. Pump-probe setup

As a versatile diagnostic tool for warm and dense mat-
ter states, x-ray scattering was demonstrated on picosec-
ond [8] and nanosecond time scales [9–11]. With the ad-
vent of free electron lasers (FELs) the implementation of
volumetric x-ray heating [12, 13] and accurate x-ray scat-
tering on the femtosecond time scale is now becoming pos-
sible due to the short FEL pulse lengths (≤ 300 fs), their
unprecedented peak brightness, and the high repetition
rate [14].

To investigate dynamic processes of warm and dense
matter on such short time scales, pump-probe experiments
are necessary, where a first pulse generates an excited state
that is subsequently probed by a second pulse at well-
defined time delays. In pioneering experiment [7] we have
used the split and delay capability of the Free-electron
LASer in Hamburg (FLASH) [15] (as illustrated in Fig. 1)
in order to volumetrically heat liquid hydrogen and subse-
quently probe it by ultra-fast x-ray scattering.

FLASH has been operated at E = 92 eV photon en-
ergy with a spectral band width of ∆E/E ≈ 1.6%. An
upper limit for the FEL pulse duration of ≤ 300 fs is es-
timated from the measured electron bunch duration (∼
300 fs FWHM). The bunch charge was 0.33 nC and the
bunch energy was ∼ 140 µJ at a repetition rate of 10 Hz.
The individual x-ray pulse energies have been recorded by
a residual gas ionization detector [16], yielding an average
initial pulse energy of (200± 50) µJ.

The horizontally polarized FEL radiation is geometri-
cally divided by a split-and-delay unit [15, 17]. Likewise
a time delay ∆t between x-ray pump and probe pulses is
introduced with few-fs precision. The intensity ratio of
the divided pulses is given by the relative split areas Af

and Av for the variable and the fixed branch, respectively,
multiplied by the transmission of the respective branch.
Fig. 2 shows a photograph of the exit port of the split and
delay device. The pulses are subsequently focused to a
20 × 30 µm2 spot using an elliptical mirror, yielding in-
tensities up to (27 ± 0.6) TW/cm2 for the variable-delay

Table 1: FLASH beamline efficiency for 13.5 nm wavelength, ac-
counting for the spit-and-delay unit. GMD - gas monitor detector,
VLS - variable line spacing beamline spectrometer.

beamline properties

GMD (200± 50) µJ
BL2 [16] (64± 4) µJ
VLS [16] sin 0.9
pulse duration ≤ 300 fs
focal spot area 6 · 10−6 cm2

split and delay

fixed-delay branch

relative split area Af 0.38
reflectivity [15, 17] 0.75
total transmission 0.164
pulse energy 33.5 µJ
power 1.12 · 108 W
intensity (19± 0.4) TW/cm2

variable-delay branch

relative split area Av 0.62
reflectivity [15, 17] 0.67
total transmission 0.239
pulse energy 48.8 µJ
power 1.63 · 108 W
intensity (27± 0.6) TW/cm2

branch and (19 ± 0.4) TW/cm2 for the fixed branch. See
Tbl.1 for a detailed table showing the of the transmission
of the beamline components.

The FEL pulses hit a (18 ± 3) µm diameter cryogenic
hydrogen jet with mass density of 0.08 g/cm3 (5×1022 cm−3)
and temperature of 20 K, prepared in a liquid helium-
cooled cryostat [18]. With 60 m/s flow velocity each FLASH
pulse scatters from an unperturbed sample. During hy-
drogen injection the vacuum chamber was at a pressure of
10−5 mbar.

3. X-ray heating

We employ 92 eV soft x-ray radiation to be in a regime
where the photon energy is well above the plasma fre-
quency for liquid density hydrogen. This leads to a high
penetration depth with an absorption length labs=11 µm [19],
comparable to the hydrogen jet radius of ∼ 9 µm. The ini-
tial energy deposition via photo absorption is not uniform,
as FEL intensities of I0 are present at the target front
side, compared to only ∼ 0.2I0 at the target rear side.
But the generated photo-electrons with kinetic energies of
78 eV are capable of impact-ionizing several molecules and
atoms within the FEL pulse duration [20]. This leads to
further ionization, molecular heating, and expansion, as
well as breaking of the covalent H-H bond (dissociation).
All these effects lead to an almost homogeneous electron
heating throughout the sample.
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Figure 1: Schematic of the experimental setup [7]. Soft x-ray FEL pulses are split and delayed before they are focused onto a cryogenic
hydrogen jet. Scattering is observed with an spectrometer at 90◦. For further details refer to the text.

3.1. Radiation hydrodynamics simulations

To describe the temporal variation of the measured
scattering intensity, we have performed one-dimensional
Lagrangian radiation-hydrodynamic simulations with the
code HELIOS [21]. HELIOS solves the equations of mo-
tion for a fluid considering the electronic and ionic sub-
system as co-moving, while their energies can be handled
separately.

Given that the electron-ion equilibration time is an un-
known in virtually all high density plasma experiments,
we compare the predictions by HELIOS using two differ-
ent equation of state (EOS) models. PROPACEOS 4.2
calculates the ionization via a Saha model, while PROPA-
CEOS 5.1 uses a Thomas-Fermi model as implemented in
the quotidian EOS (QEOS [22]).

The hydrodynamics simulations yield the spatially re-
solved ion density and the electron and heavy particle tem-
peratures. They were performed for each delay ∆t using
two 300 fs XUV pulses (the pump pulse at 0 ps and probe
at ∆t ps), so the pulse duration is accounted for. The
plasma conditions are extracted from these simulations at
the peak of the probe pulse. In Fig. 3 the average values
of the target are shown, because temperature gradients
(except for the very surface) are not pronounced. Spatial
homogeneity had to be assumed, because it is impossible
to perform the subsequent calculations (see sec. 5.1) for
inhomogeneous targets with the up-to-date computing ca-
pability.

3.2. Ionization

Saha’s set of equations yield the ionization degree for a
gas at equilibrium temperature T . The single equation for
hydrogen gas has an analytic solution. Assuming most of
the neutral hydrogen is in the ground state (the statistical
weights being g(H) = 2 and g(H+) = 1) and charge is
conserved, we may write

Z2
free

1− Zfree
=

1

n

(
2πmekT

h2

)3/2

e−13.6 eV/kT . (1)

Since for hydrogen the atomic number Z = 1, Zfree is both
the mean number of free electrons per atom, and the mean
ionization degree. The result is plotted in Fig. 4, together
with calculations using the program package COMPTRA [23]
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Figure 3: Simulation of the temporal evolution of the plasma param-
eters and the structure factor. The temperatures of the electronic
and atomic-ionic subsystems are calculated using the 1D radiation-
hydrodynamics code HELIOS [21]. Also shown is the structure factor
at k = 0 S. No temporal evolution in the initial ion density is ob-
served. The ionization ranges between 4-6%, temporally following
the electron temperature dependency. (Figure taken from [7])

that takes into account higher interaction corrections based
on efficient interpolation formulas.

In the two EOS models used for the hydrodynamics
simulations, the most striking difference is ionization at
low temperatures. Fig. 4 shows the mean ionization Zfree

of hydrogen at 0.0855 g/cm3 density for temperatures up
to 2 eV. The Saha-like EOS predicts no ionization at T=0 eV,
and values < 10% at T < 2 eV. For the ion temperatures
of Ti < 1 eV relevant in this work, the ionization of the
Saha-like EOS is in good agreement with both the results
from the analytic solution of eqn. 1 and COMPTRA.

In sharp contrast, the Thomas-Fermi model predicts
initially ∼ 50% ionization at T=0 eV. For higher densities
the initial ionization further increases (not shown here).
Hence QEOS yields pressure ionization for cryogenic hy-
drogen, which drastically alters energy partitioning be-
tween ions and electrons and increases the electron-ion en-
ergy transfer rate. Such a metallic state is not observed
experimentally, and theoretically predicted only at signif-
icantly higher pressures. We conclude that the Thomas-
Fermi model is not applicable for small temperatures and
low atomic numbers as in our case.
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Figure 4: Mean ionization Zfree as function of plasma temperature
T , comparing Saha- and QEOS-like models for the EOS, as well
as the predictions made by the Saha’s equation itself and the code
COMPTRA [23]. QEOS predicts significant intrinsic pressure ion-
ization, while all other models agree on < 10% ionization.
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Figure 5: Experimental scattering spectra as function of pump-probe
delay, taken from ref. [7]. The inset shows two 16-bit raw spectra,
sized 25 × 50 pixels of (13.5 µm)2 size, with a horizontally oriented
spectral axis corresponding to the graph, where the spectral profiles
are integrated along the vertical axis.

In order to best fit the scattering data (see sec. 6.1) the
simulations have been performed using the Saha-like EOS
database PROPACEOS 4.2 [21] that predicts weak ioniza-
tion between Zfree =4-6% (temporally following the elec-
tron temperature dependency) and consequently a weak
electron-ion energy exchange (of the order of several ps)
for the experiment considered in this paper.

4. X-ray probing

At 92 eV photon energy, attenuation via photo absorp-
tion has the highest cross section with a small fraction of
the incident radiation being also scattered. We use the
scattered light of a delayed second pulse to probe the sys-
tem.

Table 2: Components of the HiTRaX spectrometer and their derived
efficiency for 13.5 nm wavelength.

non-dispersive direction

angular range 4.49 ◦

collection angle 78.4 · 10−3 rad
dispersive direction

distance source-mirror 255 mm
mirror length 50 mm
grazing angle 7.3 ◦

effective mirror aperture 6.35 mm
collection angle 24.9 · 10−3 rad
total collection solid angle 1.95 · 10−3 sterad

transmissions

toroidal mirror reflectivity 0.78
grating diffraction efficiency 0.25
no filter
total collection efficiency 18.9 · 10−3 sterad

CCD camera

photon energy 92 eV
band gap 2.6 eV/eh
AD conversion 7 eh/count
quantum efficiency 0.42
counts per photon 1.53̄
total counts per photon η 5.9 · 10−4 sterad

4.1. Experimental scattering spectra

Scattering is collected at 90◦ relative to the incident
FEL radiation in the vertical plane to account for the hor-
izontal polarization of the FEL [24]. To discriminate be-
tween the scattered XUV photons and plasma self-emission
or energetic particles, we employ the XUV spectrometer
HiTRaX [25]. It features a toroidal mirror 255 mm from
the target, providing a large solid angle of 1.9 · 10−3 sr.
The spectral dispersion was calibrated in-situ using plasma
emission lines [26]. In Tbl. 2 a summary table of the opti-
cal elements and their efficiencies is provided.

X-ray scattering spectra are measured for various time
delays up to 5 ps. Fig. 5 shows that between 0 ps and
1 ps time delay there is a significant increase of the total
scattered intensity. We also notice that the spectral shape
shows subtle changes of the wings, mostly dominated by
the incident FEL spectrum.

4.2. Thomson scattering

The classical differential light scattering cross section
dσ per solid angle increment dΩ of a single electron is given
as

dσ

dΩ
= r20(ǫ1 · ǫ2)2, (2)

where r0 = 2.8210−5 Å is the classical electron radius and
ǫ1 and ǫ2 are the polarization vectors of the incoming and
outgoing waves. In our case, the incoming x-rays are lin-
early polarized in the horizontal direction, while the out-
going wave is observed in the vertical direction, thus the
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polarization vectors are parallel to each other (ǫ1 · ǫ2 = 1).
Hence the number of scattered photons Nscat per solid an-
gle dΩ and per incident photons Ninc is given by [27]

1

Ninc

dNscat(t)

dΩ
=

V ni

A
Zr20

∫

dω S(k, ω; t), (3)

where V is the scattering volume, ni is the heavy particle
density (ions and atoms), A is the irradiated area (the focal
spot being larger than the sample), Z = 1 is the atomic
number, r0 is the classical electron radius, and S(k, ω) is
the structure factor for a momentum transfer k. ω denotes
the frequency shift in the case of inelastic scattering.

4.3. Structure factor

From eqn. 3 is it evident that the temporal evolution of
the measured x-ray scattering signal is completely charac-
terized by the time-dependent (dynamic) structure factor,
S(k, ω; t). Following Chihara’s approach [28, 29], S(k, ω)
can be expressed by a sum of independent contributions:

S(k, ω) =

free electrons
︷ ︸︸ ︷

ZfreeS
0
ee · (k, ω)+

bound electrons
︷ ︸︸ ︷

|f(k) + q(k)|2Sii(k, ω)

+Zbound

∫

dω′Sc(k, ω)Ss(k, ω − ω′)

︸ ︷︷ ︸

bound-free transitions (Raman)

.
(4)

In the first term, S0
ee(k, ω) describes the scattering off free

electrons weighted by Zfree, the mean number of free elec-
trons per hydrogen atom. Due to the small ionized frac-
tion of Zfree < 10 % the scattering off free electrons can
be neglected.

In the second term, Sii(k, ω) characterizes the scatter-
ing off tightly bound electrons - weighted by the atomic
form factor f(k) - and weakly bound electrons, weighted
by the screening function q(k). In the present case of a
hydrogen plasma, we may assume [30]

lim
k→0

|f(k) + q(k)| = Zbound + Zfree = Z = 1. (5)

Hence |f + q|2 = 1 is constant for k → 0 and the signal is
only dependent on Sii.

The third term describes Raman-type transitions, where
inner shell electrons are excited to the continuum [30, 31]
(taken into account via the factor Sc), convoluted with the
ion motion Ss. The Raman term is weighted by the mean
number of bound electrons per atom Zbound. For 92 eV
soft x-rays, the maximum Compton recoil energy transfer
of h̄ω = (h̄k)2/2me = 33 meV (in a backscatter event) is
insufficient to excite bound electrons into the continuum.

At 90◦ scattering angle, the momentum transfer amounts
to k = ‖k1 − k2‖=0.0348 a−1

B . Here k1 and k2 are the
incident and scattered x-ray wave numbers, respectively.
For our conditions kr ≪ 1, where r is the mean inter-
particle separation, which means that the probed length
λ∗ = 2π/k is much larger than the inter-particle distance,
and we probe the collective behavior of a large number of

particles. Since this value of k is sufficiently close to zero
we use the structure factor at zero momentum transfer,
S(k = 0), which is a measure for the sum of all short and
long-range electron correlations (see sec. 5.4). The validity
of this approach has been verified by hyper-netted chain
(HNC) calculations.

On the other hand, kD ≫ 1, where D is the hydro-
gen jet diameter. With geometrically finite objects more
photons are scattered from the interfaces (the jet surface).
The underlying physics is in first order similar to volumet-
ric scattering, including its temporal dependence.

5. Calculating structural properties

Hydrodynamics simulations provide the thermodynamic,
macroscopic properties of a statistical system. But in or-
der to calculate the structure factor, which dictates the
experimentally observed scattering via eqn. 3, knowledge
of the microscopic structure of the hydrogen plasma is es-
sential.

5.1. Density functional theory

The simulated particle density and the temperatures
of electrons and ions/atoms from HELIOS are used as
input parameters for ab-initio two-temperature density-
functional-theory molecular dynamics (2T-DFT-MD) sim-
ulations [32]. The code uses the physical picture, which
considers only electrons and nuclei and all other features
(such as long-lived bound states, atoms, and molecules) are
correlations. The use of two-temperature DFT is a novel
method [33] taking into account all equilibrium correla-
tions, except the missing change of the wave functions im-
posed by non-equilibrium dynamics/relaxation. It treats
all electrons for given arbitrary positions of the nuclei r.
From the resulting electric fields E(r) the Coulomb forces
on the nuclei are derived and move these in the molecular
dynamics (MD) step.

For the 2T-DFT-MD we use the Vienna Ab-initio Sim-
ulation Package (VASP) [34]. DFT at finite temperatures
is implemented in VASP solving the Kohn-Sham equations
self-consistently to minimize the free energy F [n(r)] of the
system as a functional of the local electron density

n(r) =

N∑

i=1

f(ǫi, T )|φi(r)|2,

where the wave functions are weighted with the Fermi
distribution f(ǫi, T ). The effective potential defining all
interactions in the system includes ion-background con-
tributions vext(r), the Hartree energy, and the exchange-
correlation functional FXC [n(r)]. The heavy particle tem-
perature Ti is controlled with a Nosé thermostat [35] while
the electron temperature Te is defined via the Fermi-weighting
of the electron distribution. Convergence is checked with
respect to the particle number, the k-point sets used for
the evaluation of the Brillouin zone, and the energy cut-
off for the plane wave basis set. The Coulomb interactions
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Figure 6: Calculated pair distribution function, from ref. [7]. Shown
is the pair distribution function g(r) as function of the radial inter-
particle distance r for different time delays and temperatures. For
cryogenic hydrogen (T=20 K), a peak at r ∼ 0.75 Å indicates the
distance in the H2 molecule. With increasing temperature the molec-
ular bonds break and the intensity of the peak drops.

between the electrons and ions are treated using projector-
augmented wave potentials [36] with a converged energy
cutoff of 1400 eV. We chose 64 atoms, the Baldereschi
mean value point [37] and use the exchange-correlation
functional of Perdew, Burke, and Ernzerhof (PBE) [38]
which has been shown to give reasonable results for warm
dense matter states [32, 39]. The DFT signal follows the
rise of the ion temperature, therefore the energy transfer
from electrons to ions and atoms is important.

The ionization degree from HELIOS is not used as an
input for DFT, but is derived independently based on the
plasma temperatures, pressure, and impact ionization. For
the estimation of the collision frequency for electrons and
atoms the rigid sphere model is used which assumes elastic
impact.

5.2. Pair distribution function g(r)

DFT provides the radial pair distribution function g(r)
of atoms and ions. Fig. 6 shows g(r) for different tem-
peratures, corresponding to different time delays. A pro-
nounced peak in the distribution function is seen at ra-
dius r ∼ 0.75 Å which coincides with the distance of the
molecular atom pair [32] and characterizes an undissoci-
ated molecular system. With increasing temperature the
molecular peak drops and broadens and a continuous dis-
tance distribution arises, corresponding to bond breakage
and plasma formation. Fig. 7 illustrates the respective po-
sitions of hydrogen atoms, according to g(r). Hence, an
ideal plasma state is reached if the pair distribution func-
tion is unity, e.g. all particles are randomly distributed.

5.3. Dissociation of molecules

The hydrogen molecule has a strong covalent bond with
a binding energy of EH−H = 4.52 eV. In the DFT simu-
lations, this binding energy is accounted for by solving
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Figure 8: Dissociation degree of hydrogen molecules as function of
delay for 2T-DFT (Te 6= Ti) and 1T-DFT (Te ≡ Ti).

Schroedinger’s equation. If no FEL is applied, the sys-
tem stays at cryogenic temperatures and therefore remains
completely molecular (left panel in Fig. 7). When the FEL
is applied, bond breaking occurs due to the elevated elec-
tron and ion temperatures, derived from HELIOS simu-
lations. These temperatures obey a Maxwell-Boltzmann
distribution, so that even at low temperatures a fraction of
particles carry significant kinetic energy. In an electronic
system with Te = 2 eV a considerable number of electrons
have energies exceeding the molecular bond energy EH−H.
This also applies for the ionic subsystem with tempera-
tures Ti ≤ 1 eV. Fig. 8 shows the dissociation degree for
2T-DFT (Te 6= Ti) and 1T-DFT (Te ≡ Ti) for comparison
as function of delay time. Clearly, in the two-temperature
simulations the dissociation degree is higher due to the ini-
tially hotter electron system, which efficiently dissociate
molecules via impact ionization. Evidently the temporal
evolution of the correlations is strongly dependent on the
energy partition between electrons and protons, requiring
a two-temperature approach.

5.4. Deriving S(k) from g(r)

In general, the structure factor S(k) is related to the
pair distributions g(r) by [40]

S(k) = 1
︸︷︷︸

ideal system

+ni

∫

(g(r)− 1)ei
~k·~rd~r

︸ ︷︷ ︸

correlations

. (6)

Eqn. 6 is composed of a constant contribution of an
ideal system (S ≡ 1) and the correlations, given by a
Fourier transform of the total correlation function (g(r)−
1).

For zero momentum transfer, k = 0, this Fourier trans-
form switches to a integration over the total correlation
functions:

S(0) = 1 + ni

∫

d~r (g(r)− 1). (7)
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Figure 7: Two-dimensional illustration of the hydrogen atoms. Shown is the transition from initial cryogenic hydrogen (left) to an atomic
ideal plasma (right).
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Figure 9: Shown is the calculated structure factor S(k) for different
time delays, extracted from the DFT simulations. For k < 1.25 Å
the DFT simulations are not trustable, but for k = 0 (points) they
are valid.

Therefore the correlations for all distances r between
the particles become relevant for S(0).

In Fig. 9 the structure factor S(k) for different time de-
lays extracted from the DFT simulations are shown. We
see that for larger momentum transfer (e.g., higher photon
energy and/or backscatter geometry) the structure factor
gets less sensitive to the particle correlations. Highest sen-
sitivity is achieved for k = 0 as realized in this work.

For k < 1.25Å the DFT simulations are not valid due
to the limited size of the simulation box, but for k = 0
they are valid, since S(0) reduces to the ratio between the
real (κT ) and the ideal (κid

T ) isothermal compressibilities:

S(0) =
κT

κid
T

, (8)

The ideal compressibility is simply given by κid
T = 1/(nikBT ),

while the real compressibility is obtained from the equa-
tion of state via κT = (∂ρ/∂p)/ρ. This means that S(0)
is derived from the density change as function of pressure.
The compressibility can only be related to the total corre-
lations for r → inf.

The predicted time dependence of S(0) is shown in
Fig. 3. At initial times, we see that S(0) differs from unity
indicating a highly correlated system. At later times, S(0)
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Figure 10: Structure factor S(k = 0) calculated with 2T-DFT-MD,
with C-HNC, and in Salpeter approximation.

approaches 1 which can be explained by a transition from
molecular liquid hydrogen to an almost uncorrelated fluid-
like structure (cf eqn. 7). When comparing the S(0) in-
ferred from DFT to the ion temperature shown in Fig. 3, S
does not change very much once Ti exceeds 0.25 eV, since
beyond this point the majority of the molecular bonds are
broken (see also Fig. 8).

5.5. Alternative approaches to calculate S(0)

Fig. 10 shows a comparison of the results for S(0)
calculated with 2T-DFT, with the Classical-map Hyper-
Netted-Chain (C-HNC) approach, and in Salpeter approx-
imation [41]. Note the logarithmic ordinate. As compared
to 2T-DFT-MD, the Salpeter approximation predicts a
structure factor that is both undersized and misshaped,
but the results of C-HNC are qualitatively similar to DFT.
Since C-HNC simulations take considerably less computa-
tional time as compared to DFT, they are suitable for fast
predictions.

6. Results

6.1. Experimental data

In Fig. 11 the scattered fraction of the photons is plot-
ted versus time delay. The data was normalized to the
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Figure 11: Temporal evolution of the measured and simulated x-
ray scattering. A total of 300 exposures were grouped together by
delay, and their errors resemble their root mean square deviations.
For the blue data points, ranging from ∆t = 0 ps to 1 ps only,
the more intense 27 TW/cm2 pulse pumps the target, while it is
probed by the 19 TW/cm2 pulse. The red data points, ranging from
0 ps to 5 ps, resemble the inverse case where the pump was less
intense (19 TW/cm2) than the probe (27 TW/cm2). In both cases,
the signal increases within 1 ps, and for the more intense pump the
amplitude is larger.

incoming photon number Ninc (see Tbl. 1) and the XUV
spectrometer efficiency η (see Tbl.2), calculated from the
specifications.

We observe a significant increase of the signal for times
≤ 1 ps. Stronger pumping of the liquid hydrogen (cor-
responding to 27 TW/cm2) leads to more scatter, be-
cause the particles are less ordered. For the weaker pump
(19 TW/cm2), we were also able to measure time delays
up to 5 ps. First we observe that after 1 ps the scatter-
ing amplitude stops growing, flattens until about 2 ps and
slowly decreases at 5 ps. This decrease could be attributed
to recombination processes in weakly ionized hydrogen
not currently implemented in our hydrodynamic calcula-
tions. Best agreement with the simulations (as shown in
Fig. 11) is achieved when multiplying the measured values
with a factor of 2.6, which could be attributed to surface-
enhanced scattering as discussed in sec. 4.3.

A Gaussian fit to the experimental data yields a valley-
to-peak time of (1.1 ± 0.2) ps. After deconvolution of the
probe pulse duration, we derive that cryogenic molecular
hydrogen responds to an impulsive heating of the electrons
within ∼ 0.9 ps.

6.2. Equilibration time and conductivity

The hydrodynamics simulations employ the classical
Spitzer equilibration time

τ =
32

√
2πǫ20mi√
mee4

1

Z2
freeni ln Λ

(kBTe)
3/2

(9)

with lnΛ being the Coulomb logarithm. Using the clas-
sic expression, the latter becomes negative for degener-
ate plasmas, e.g. at low temperatures and high densi-
ties, which is unphysical. To overcome this limitation,
improved expressions for lnΛ have been proposed [42, 43],
yielding 1 ≤ Λ ≤ 8 for our conditions. For a partially
ionized plasma, a sub-plasma is considered: ni → Zfreenh,
where nh is the density of heavy particles. Fig. 11 shows
that the hydrodynamics simulations using the Saha-like
EOS and the Spitzer model are in good agreement with
the measured temporal evolution of the scattering ampli-
tude.

We further prove that a Saha ionization model as im-
plemented in this work is superior to the Thomas-Fermi
model as implemented in QEOS [22]. The latter predicts
about order of magnitude too short equilibration times,
generating a plasma with S(0) ∼ 1 well within the FEL
pulse duration. Hence no pump-probe delay dependence
for S(0) is predicted using QEOS (see Fig. 11).

It is not self-evident that the equilibration time derived
from hydrodynamic simulations agrees with the DFT-MD
results, because the Spitzer model (eqn. 9) is not explic-
itly implemented in the latter. Since our DFT simulations
provide the electrical conductivity, the mean electron-ion
collision time can be derived from a Drude fit at fixed
time delay [44]. This approach is valid because the hy-
drogen plasma exhibits metallic properties, obeying the
Drude theory. Hence no temporal resolution is needed to
infer the collision time.

The ac conductivity σ(ω) for frequency ω is described
by the Drude model by [45]

σ(ω) =
σ(ω = 0)

1 + (ωτc)2
.

where τc is the collision time. Fig. 12 shows the results
derived from DFT-MD as function of delay time. The
mean ionization degree Zfree and the plasma conductivity
σ (after PBE, see sec. 5.1) follow the temporal evolution
of Te (left axis). The equilibration times τ range between
(0.65 ≤ τ ≤ 0.81) ps (scaling as 1/Zfree), in good agree-
ment with our measured value of 0.9 ps. Heating of the
atoms and ions takes of order mp/(2me) ∼ 103 longer
than the time between individual electron-ion collisions,
because it takes many collisions - in particular if electrons
collide with protons.

6.3. Consistency of ionization models

With the static electrical conductivity from the DFT
data at ω = 0, also the free electron density ne can be
calculated via

σ(ω = 0) ≡ σ0 =
nee

2τ

me

where me is the electron mass. As shown in Fig. 12, the
DFT fit leads to an ionization degree of 4.5 to 6.5% [45],
which is again consistent with ionization using the Saha-
like EOS, yielding values between 4 and 6%.
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tivity σ follow the temporal evolution of Te (left axis). On the right
axis, the collision and equilibration times are plotted.

7. Conclusion and Outlook

We studied hydrogen plasma with ion temperature Ti ≤
1 eV and 0.08 g/cm3 solid density. These conditions do not
catch the laboratory equivalent of ICF plasmas or Jovian
planet interiors, but nevertheless allows inferring transport
properties such as electron heating, equilibration dynam-
ics, and plasma conductivity.

We show that driving hydrogen from initially cryogenic
condensed matter to an ideal plasma poses several chal-
lenges to the employed models. We evaluated ionization
models for the equation of state data, and show that a
Saha-like model is superior to a Thomas-Fermi approach as
implemented in QEOS. QEOS predicts an initially metallic
state with ∼ 40% ionization, in conflict with experimental
data. In principle it accounts for degenerate plasmas, im-
portant in the framework of warm and dense matter, but
is not accurate for the low temperatures and low atomic
numbers found in astrophysically relevant plasmas, dealt
with in this work.

In this regime, also the concept of the Coulomb log-
arithm lnΛ breaks down. It needs to be expressed by
alternative approaches as it enters the hydrodynamic sim-
ulations via the Spitzer conductivity model. We shown
that values of 1 ≤ Λ ≤ 8 yield equilibration times τ con-
sistent with both measurements and DFT-MD results.

Finally, an independent treatment of electron and ion
temperatures in DFT-MD is shown to be necessary for ac-
curate ab-initio calculations of the microscopic properties
such as dissociation, and hence the structure factor.

Numerical simulations indicate that the Rayleigh-Taylor
growth is highly sensitive to thermal conduction [46]. Re-
duction in the heat diffusion coefficient by a factor 10 cor-
responds to an increase by a factor ∼2 in the mixing layer
between compressed DT and beryllium in ICF capsules. In

the same way, this is also expected to change the predicted
depth of mixing layers in Jovian planets [3, 6]. Hence, our
results provide important insights and needed experimen-
tal data on transport effects which will shed light on the
detailed understanding of dense plasmas.
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C. Fortmann, S. Glenzer, S. Göde, G. Gregori, R. Irsig, et al.,
Observation of ultrafast nonequilibrium collective dynamics in
warm dense hydrogen, Phys. Rev. Lett. 104 (12) (2010) 125002.

[21] J. MacFarlane, I. Golovkin, P. Woodruff, HELIOS-CR – a 1-D
radiation-magnetohydrodynamics code with inline atomic ki-
netics modeling, J. Quant. Spectrosc. Radiat. Transfer 99 (1)
(2006) 381–397.

[22] R. M. More, K. H. Warren, D. A. Young, G. B. Zimmerman,
A new quotidian equation of state (qeos) for hot dense mat-
ter, Physics of Fluids (1958-1988) 31 (10) (1988) 3059–3078.
doi:http://dx.doi.org/10.1063/1.866963 .

[23] S. Kuhlbrodt, B. Holst, R. Redmer, Comptra04–a program
package to calculate composition and transport coefficients in
dense plasmas, Contributions to Plasma Physics 45 (2) (2005)
73–88.
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